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(57) Abstract : 

The present invention depicts simple and efficient method for interactively learning non-binary concepts in the learning from random 

counter-examples (LRC) model. Here, learning takes place from random counter-examples that the learner receives in response to 

their proper equivalence queries, and the learning time is the number of counter-examples needed by the learner to identify the target 

concept. Such learning is particularly suited for online ranking, classification, clustering, etc., where machine learning models must be 

used before they are fully trained. 
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